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Abstract—Localization is a key task for autonomous vehicles. It is often solved with GNSS but due to multipath the performance is often not sufficient. Feature localization systems using LiDAR can deliver an accurate localization but the creation of the necessary feature maps is an effortful task. With digitization of urban planning processes a lot of street level data is being generated and increasingly becomes openly available. We propose a novel feature localization system which utilizes geometric fingerprinting to robustly associate features to a feature map generated from this open data from the city of Berlin. With this association, we perform a precise localization of a vehicle in areas spanning over several square kilometers using an optional IMU, the vehicle’s CAN-odometry and an initial pose estimate. We evaluated our system with our autonomous car in real world scenarios and achieved a centimeter precision localization accuracy outperforming a high-cost GNSS. The source code will be published at [https://github.com/dcmlr/fingerprint-localization](https://github.com/dcmlr/fingerprint-localization)

Index Terms—Localization, Mapping, Recognition

I. INTRODUCTION

A precise self-localization is a necessary preposition for robots in order to operate autonomously. GNSS systems alone are not sufficiently accurate especially when it comes to autonomous driving in dense urban traffic conditions. Feature localization algorithms using LiDAR sensors have proven their ability to provide localization estimates with centimeter level precision. Most current algorithms rely on feature maps, which are self-acquired using slam algorithms. Generating precise large scale feature maps with slam algorithms is an effortful task. Following the open data strategy of the European Union (directive 2003/98/EC), a lot of geographic data is openly available and could be used for the localization of autonomous vehicles. Drawbacks of these datasets lie in the facts that they are often several years old and the accuracy is not comparable to self-acquired data. We present a feature matching algorithm using geometric fingerprints which robustly matches the geographic data from the openly available datasets for the city of Berlin [10] to the perception of a LiDAR sensor in real time, and is capable of providing a centimeter level localization using these matchings. The Berlin dataset offers a lot of different feature types to select from. We decided to use pole-like features (trees, traffic lights and traffic signs), walls and corners of buildings because these features are easily detectable with a LiDAR, very common in urban environments, do not change over time, and they are robust in respect to seasons.

II. RELATED WORK

Self-localization approaches have a long history in robotics and a variety of solutions exist depending on the problem domain and the available data. Markov localization, especially Monte-Carlo Localization methods have proven their strengths in many applications and for all kinds of sensors, e.g. in museum environments [14], in office spaces [13], for soccer playing robots [6], in outdoor environments with pole features [7], [9], [12], [16], on highways using traffic signs and lane markings [8], in tunnels of mines [15] and for wheeled robots [3]. LiDAR sensors proved to be capable to achieve highly precise localization results using feature localization algorithms [2], [7], [9], [11], [16]. In recent publications LiDAR SLAM approaches were improved to incorporate global state estimations from GNSS sensors to counter drift issues [11] and it was shown how current Monte-Carlo Localization methods can be improved using machine learning [2]. Algorithms that use semantic features in outdoor environments often rely on pole features, which have proven to be robust and easily detectable as shown by Schaefer [7], who proposed a pole localization system and evaluated its long term stability over 15 months. Research by Sefati [9] and Weng [16] showed that pole features are robust and stable features in challenging urban scenarios with many dynamic objects and occlusions. Pole feature localization algorithms usually rely on feature maps and utilize particle filters in order to match the observed features to the map [7], [9], [12], [16]. A different approach is the extraction and matching of geometric patterns of feature locations to a feature map. Brenner [1] showed that the local patterns of pole features in urban road scenes are sufficiently unique to be used as fingerprints for a matching algorithm. This was demonstrated in a subsequent article where Schlichting [8] reduced the rate of erroneous matchings of pole features from 83% to 11% compared to a nearest neighbor baseline. The experiments were performed using a low-cost LiDAR attached to a vehicle.
The feature maps are mostly created by applying the same pole detector that is used for the localization task to registered 3D point clouds \cite{7, 9, 16}. This limits the prospects of replicating the performance with another detector or sensor on the same map and it exposes economic limitations on the localization systems since the point clouds have to be acquired with a LiDAR equipped vehicle and processed for every area beforehand.

III. FEATURE DETECTION AND TRACKING

A. General feature detection considerations

We selected the following feature types for our implementation: pole-like structures, building and fence corners, walls and fences, because they are common and easily detectable with a 64-beam Velodyne HDL-64E LiDAR. Pole-like structures consist mostly of trees, traffic signs, traffic lights and street lights. Our tests showed that there are places where there are not enough pole features to perform an accurate localization. In these cases the addition of building corners and walls improved the localization results. In order to maintain a high execution performance we tried to keep the feature detection algorithms as fast and simple as possible. The main goal of the detector is to detect as many features as possible even if this leads to a higher false positive rate. The feature tracker and the fingerprint recognition should be able to filter the false positives. The LiDAR produces point cloud data which is divided in 64 rings, one for each laser beam. Due to the mounting of the lasers, the rings stack on top of each other. The detection algorithms are scan line algorithms, which use 4-8 of these rings as scan lines per point cloud. The point clouds are merged 360° point clouds, which are generated at a 10 Hz frequency.

B. Detection of pole features

The pole feature detection scan line algorithm works as follows: Assuming the car sits on a perfectly even and empty plane with no objects around it, every laser of the sensor hits the ground somewhere around the car because all lasers have a downward angle. The resulting point trace over time for each laser is a circle on the plane. If there is any pole-like feature some points are missing from the circle because they are on the pole. Considering only one laser, the pole is visible in the resulting point cloud as a small number of points which are significantly closer to the car than the points around it. The principle is visualized in Fig. 1 where the three points in the center are closer to the laser origin than the ground points on the sides. This is the working model of our scan line pole feature detector: find some points spanning a horizontal distance less than one meter which are at least one meter closer to the car than the points around it. If we see the pole feature in the majority of the rings processed by the detector (we used eight rings), the detector will return it as a detected pole feature. For the center point estimation, we assume that the poles are circular or rectangular in shape, which is true for the majority of poles seen on the streets of Berlin. We take the two most outer points of the pole on each side and combine them to a line. Then we take the center point on the surface and the closest point to it from the line formed by the selected outer points to get the direction vector. The center point is then placed at $\frac{3}{4}$ times the pole width along the direction vector (we usually measure about $\frac{3}{4}$ of the pole width). Note: If the pole is convex the direction vector will point away from the car, if it is concave, it will point towards the car. The center point estimate is done for every ring and the mean of the estimates is used as final pole feature position. This detector is much simpler as the ones proposed in other works \cite{7, 9, 16} and produces many false positives, but it has a very good execution performance (on average 9.1 ms per point cloud on a 2013 Intel Xeon E3-1221) and the fingerprint recognition step filters the false positives.

C. Detection of wall and corner features

We also use a laser scan ring based scan line algorithm for the detection of wall features. The algorithm adds points consecutively and tests if they form a line by selecting two random points and checking for every new point if the distance to the line and the last added point falls below a threshold (we used 0.25 m for the maximum line distance and 0.5 m distance from the last point). If a new point lies outside the inlier distances, a new line segment starts. The collected points of the last line segment are checked for their total length and if it is longer than a threshold of five meters it is considered to be a wall hypotheses and a RANSAC line fit is performed. With the corner feature detection we mainly aim for the detection of building corners. Thus we define a corner feature as two walls meeting in an angle between ±80° to ±100°.

D. Feature tracking

We use a simple, nearest-neighbor based tracking approach for pole and corner features, which are treated as point features in the feature tracker. The tracking algorithm is executed for every point cloud measurement from the LiDAR which operates with a frequency of about 10 Hz. The tracking on wall features is performed in similar fashion as the tracking of pole and corner features with the difference that not only the distance but also the angle is considered.

IV. FEATURE FINGERPRINTING

In order to localize the vehicle, the detected features must be associated with stored features in the feature map. Since the data we are using is already several years old (2015) and not error-free, the algorithm is required to be robust against missing and changing features in the map. We developed a novel fingerprint matching algorithm, which is accurate, efficient and robust against map inaccuracies. The algorithm
identifies a feature by its type and its characteristic geometric fingerprints (Fig. 2). A feature’s fingerprint vector consists of all pairwise distances and angles to all other features in a predefined radius (we used 50 m). The angle is measured clockwise in respect to the grid north of the chosen Cartesian coordinate system. This means that a localization is only possible if the north direction is known with at least some degree of accuracy (less than \( \pm 10^\circ \)) for the initial pose estimate. This might seem like a major drawback, but in our experience even low cost GNSS-receivers can determine the north vector of accuracy (less than \( \pm 10^\circ \)) with sufficient accuracy in a moving vehicle. This limitation could be overcome by matching only the distance field of the fingerprints until a stable matching is established with the cost of longer initialization time since more fingerprints would need to be collected until a valid matching can be found.

A. Geometric fingerprints of point features

The fingerprint vector of feature \( a \) consists of tuples of the Euclidean distance and the angle of the feature \( a \) to a feature \( b \) and all other features in the fingerprinting range \( \{1\} \).

\[
\mathbf{f}_a = \{(d(a, b), \alpha(a, b)), \ldots\}
\]  

The calculation of the angle between two points features \( p_1 \) and \( p_2 \) is shown in (1). The resulting angle \( \alpha(p_1, p_2) \) is in the range \([-\pi, \pi]\) where the UTM north vector is defined as zero.

\[
\alpha(p_1, p_2) = \cos^{-1}\left(\frac{p_{1y} - p_{2y}}{d(p_1, p_2)}\right) \text{sgn}(p_{1x} - p_{2x})
\]  

B. Geometric fingerprints of edge features

We found that the algorithm would not perform well in very narrow roads where pole features are sparse and often too close to the walls of the buildings to be consistently detected. Therefore we added the possibility to use corners and walls of buildings to improve the feature density in very narrow streets. We decided to use these features because they are frequently present in dense urban environments, easily detectable and rarely occluded for a LiDAR mounted on a car’s roof. However, walls can only be used to improve the localization laterally since they are usually only partially observed. The fingerprints must allow to identify a wall even if only a fraction of it has been detected. Hence we treat an edge feature for fingerprinting as an infinite line and define the distance between an edge and a point feature as the smallest Euclidean distance between the two (Fig. 3).

\[
\hat{\mathbf{r}} = (c(p_1, e_1)x - p_{1x}, c(p_1, e_1)y - p_{1y})
\]  

Equation (6) defines the distance function \( d \) for an edge defined by two points \( e_1 = ((e_1x, e_1y), (e_{1x}, e_{1y})) \) and a point feature \( p_1 = (p_{1x}, p_{1y}) \). The closest point for \( p_1 \) on the edge \( e_1 \) is defined by the function \( c(p_1, e_1) \), which is shown in (5). Note that the multiplication \( \text{proj} \cdot \hat{\mathbf{r}}_1 \) in (6) is a scalar projection of the vector \( \mathbf{r} \) since \( \text{proj} \) is the scalar result of the inner product in (4).

\[
\hat{\mathbf{r}} = (c(p_1, e_1)x - p_{1x}, c(p_1, e_1)y - p_{1y})
\]  

Equation (6) shows the calculation of the rejection vector \( \hat{\mathbf{r}} \) from the point feature \( p_1 = (p_{1x}, p_{1y}) \) and the edge feature \( e_1 = ((e_{1x}, e_{1y}), (e_{2x}, e_{2y})) \). The rejection vector points from the closest point on the edge \( e_1 \) to the point \( p_1 \).

\[
\alpha(p_1, e_1) = \cos^{-1}\left(\frac{r_y}{|\mathbf{r}|}\right) \text{sgn}(r_x)
\]  

Equation (8) defines the calculation of the angle from a point feature \( p_1 \) to an edge feature \( e_1 \). The angle is measured between the vector from the closest point on the edge \( e_1 \) to the point \( p_1 \) with respect to the y-direction (north) vector.

\[
\alpha(e_1, e_2) = \cos^{-1}\left(\frac{\hat{\mathbf{l}}_1 \cdot \hat{\mathbf{l}}_2}{|\hat{\mathbf{l}}_1||\hat{\mathbf{l}}_2|}\right) \text{sgn}(l_{1y})\text{sgn}(l_{2y})
\]  

The angle between the edges \( e_1 \) and \( e_2 \) is defined in (9). The direction vector \( \hat{\mathbf{l}}_2 \) of the edge \( e_2 \) is defined analogous to \( \hat{\mathbf{l}}_1 \) (3). As in (3) the sign of the x-coordinates of the directional vectors determine the sign of the resulting angle.

\[
\alpha(e_1) = \cos^{-1}\left(\frac{l_{1y}}{|\hat{l}_1|}\right) \text{sgn}(l_{1y})
\]  

The angle of an edge feature is calculated by the inverse cosine of the y-coordinate of the edge vector in relation to the length of that vector (10). This is basically the same calculation as performed for the rejection vector for edge to point angles (8).
We define the angle of an edge feature against the map north vector as the angle value of a fingerprint against any other edge feature (9).

\[ d(e_1, e_2) = \alpha(e_1, e_2) \]  \hspace{1cm} (11)

The distance between the two edge features \( e_1 \) and \( e_2 \) is calculated as angle between them (11). Since edge features are considered with infinite length, the Euclidean distance between two edges is zero at one point as long as they are not perfectly parallel. Hence we decided to use the angle difference in this case, which causes the distance and angle fingerprint fields to be dependent only on the edge angle. This weakens the uniqueness of a fingerprint. However, we found that only the angle of our detected walls was robustly detectable under almost all circumstances.

C. Apriori map creation and storage

We retrieved the feature positions with a geographic information system (GIS) application which is capable of accessing the web feature services (WFS) operated by the city of Berlin (available at [10]). We collected the information about street trees, traffic lights, traffic signs, street lamps and building models. The building models contain the buildings outlines as polygons which can be used to compute the wall features. We defined an angle threshold value of \( \epsilon = \frac{\pi}{10} \) for two polygon edges to be considered to form the same wall segment and a minimal wall length of 5 m. If two building outline polygon edges meet at an absolute angle in \([\frac{\pi}{2} - \epsilon, \frac{\pi}{2} + \epsilon]\), it is considered to be a building edge. With the resulting feature set \( M \) we compute the angle and distance fingerprints values for all feature pairs \( (a, b) \in M \times M \), where the distance \( d(a, b) < 50 \text{ m} \). For storage purposes we use an SQLite database with the Spatialite extension for spatial data and indexing. The fingerprints are stored in a table along with the feature type, identifier and the position for every map feature in the search radius.

\[ p = \sum_{i=0}^{n} (||q_{di} - f_d| < \epsilon_d \land |q_{oi} - f_o| < \epsilon_o) \]  \hspace{1cm} (12)

\[ \sigma_{d(f,q)<r\land f_i=t\land p}(\Sigma(id), id, x, y) \]  \hspace{1cm} (13)

The relational algebra representation of the recognition of the edge features is shown in (14). The query is mostly identical to (13) with the exception of an additional term \( d(f_p, q_p) < \epsilon_o R \), which enforces the position of the other features of the fingerprints to be closer together than \( \epsilon_o R \) and the selection of the start and end point of the edge. This term was introduced to avoid multiple matching of edge to point fingerprints. In the case of edge to edge matching it is omitted. Generally the feature with the most matching fingerprints is correctly associated with the corresponding detected feature, but in order to improve the localization result we use a median filter to reduce the variance of the matched feature’s positional offsets.

\[ \sigma_{d(f,q)<r\land f_i=t\land p}(\Sigma(id), id, x_1, y_1, x_2, y_2)) \]  \hspace{1cm} (14)

In order to maintain a low computation time, a reduction in the search radius \( r \) for the features in the map is necessary. The search radius should not be larger than 2 to 5 m depending on the localization uncertainty and mapping accuracy. Nonetheless in case of a very high positional uncertainty, this threshold can be arbitrarily large with higher computational load.

In order to find the transformation between matched features, we used the PCL singular value decomposition implementation of the standard point-to-point error metric, which is also used by the ICP algorithm (TransformationEstimationSVD) [4]. We use the transformation estimate to improve our existing localization, which is calculated from an initial position, the wheel odometry and an IMU utilizing an extended Kalman filter. We used the open source implementation of the robot localization node module ([http://wiki.ros.org/robot_localization](http://wiki.ros.org/robot_localization)) of the Robot Operating System (ROS) and fused the data with the wheel odometry and IMU data of the car.

VI. EXPERIMENTS AND EVALUATION

The evaluation focuses on the robustness of the feature matching algorithm and compares the global localization ac-
accuracy with a GNSS in different scenarios. We performed one experiment to evaluate the robustness and another two in order to evaluate the accuracy based on a repeatability measure. The first experiment was performed in a challenging urban scenario (Fig. 5) with bigger and smaller residential roads with a length of about 16 km, which were driven according to the speed limits (between 30 km/h and 50 km/h). The feature map was spanning over an area of about 35 km$^2$, contained 33,665 features and was created from unmodified openly available data. The feature matching needed an average of 35.6 ms on a 2013 Intel Xeon E3-1221 CPU (4 cores) and was executed with 10 Hz frequency. The implementation uses four threads for the database matching and caches matchings for up to one second depending on the count of matching fingerprints. It is purely CPU based and no GPU is used. The database file is stored on a consumer grade SSD-drive. The coloring of the trajectory (Fig. 5) represents the count of matched features in that position. While it mostly stays in a sufficient range for a stable and accurate localization, it drops to lower levels in some very narrow residential streets. This can be explained by the lower overall feature count due to the narrowness of the street and the lack of fences in the used data set for the feature map. This leads to a much lower observable feature count in some areas. Despite these problems, the visible feature density is almost anywhere high enough in order to maintain a consistent matching. Only one full loss of matchings occurred (red part of the trajectory of Fig. 5) which was caused by a construction site and road closure, which occluded the LiDAR and forced us to do a u-turn. However a stable matching was regained very quickly and without any intervention. Excluding the initial pose estimate, there was no fusion of GNSS data and the localization was based only on the LiDAR feature localization, IMU and wheel odometry. The system’s robustness is underlined by the fact that does not get “lost” even after driving through several underpasses (Fig. 5 center), which obstruct the LiDAR and limit the feature visibility. The evaluation of the localization accuracy is challenging because of the lack of a precise ground truth. Even our high cost Applanix GNSS is not able to provide a localization accuracy that is precise enough in order to use it as ground truth. The system is theoretically capable of delivering a position estimate within an accuracy of centimeters. However, in practise the position estimation error can reach up to a meter in a moving vehicle due to multipath reflections, limited GPS visibility and low quality of the RTK-Signal. Therefore we chose a repeatability measure for the evaluation of the localization accuracy and perform a comparison between the high cost GNSS fused with the IMU and wheel odometry and the feature localization using different sensor setups. For the repeatability measure the car is driven in a closed-loop track for several laps. The lateral localization error is calculated as distance from the average trajectory of all laps for every trajectory point. The disadvantage of this method is that the driver of the test vehicle cannot drive perfectly on the lane center, which introduces an additional error in the localization accuracy. This error is more pronounced at the u-turn maneuvers which are excluded from the evaluation for this reason. Additionally we perform a spatial filtering with a distance of 16 cm between two consecutive points to avoid a bias towards slowly driven and stopping parts of the trajectory. Two repeatability experiments were executed and evaluated for accuracy. The first took place in a parking lot, which exhibits near perfect conditions for both localization methods. It is a big open space, which minimizes multipath reflections for the GNSS and there are a lot well visible poles which benefit the feature localization. A line pattern on the street helps the driver to repeat the same trajectory with high precision. One lap is about 450 m long and was driven with an average speed of about 25 km/h with a maximum of 50 km/h. We drove 13 laps with a total distance of 5.85 km. The second experiment replicates a more realistic traffic scenario where the car was driven repeatedly in normal traffic
V. EXPERIMENTS

We presented a novel feature matching and localization approach using geometric fingerprinting. The results of the experiments provide proof of the good performance in different scenarios. The fingerprinting algorithm solves the association problem robustly and with high accuracy (avg. 7.3 cm lateral error) in real world scenarios. The initial pose estimate does not need to be highly accurate, which makes this localization technique independent of expensive GNSS receivers. The feature maps can be generated from freely available data and do not need to be perfectly accurate or up to date. Missing or additional features have no significant impact on the matching performance. The execution time amounts to 44.7 ms per 360° point cloud on an Intel Xeon E3-1221.

TABLE I
LOCALIZATION ACCURACY EVALUATION

<table>
<thead>
<tr>
<th></th>
<th>parking lot</th>
<th>w/o IMU</th>
<th>urban street</th>
<th>w/o IMU</th>
</tr>
</thead>
<tbody>
<tr>
<td>lat. error (m)</td>
<td>IMU</td>
<td>GNSS</td>
<td>HDL64 Lux</td>
<td>LIO-SAM</td>
</tr>
<tr>
<td>max</td>
<td>0.391</td>
<td>0.193</td>
<td>0.268</td>
<td>1.794</td>
</tr>
<tr>
<td>avg</td>
<td>0.053</td>
<td>0.026</td>
<td>0.030</td>
<td>0.087</td>
</tr>
<tr>
<td>σ</td>
<td>0.074</td>
<td>0.039</td>
<td>0.041</td>
<td>0.105</td>
</tr>
<tr>
<td>rmse</td>
<td>-</td>
<td>0.736</td>
<td>0.890</td>
<td>-</td>
</tr>
<tr>
<td>feat. reject. rate</td>
<td>-</td>
<td>0.845</td>
<td>0.840</td>
<td>-</td>
</tr>
</tbody>
</table>

TABLE II
ABLATION STUDY ON THE VERTICAL LiDAR RESOLUTION WITHOUT IMU

<table>
<thead>
<tr>
<th></th>
<th>parking lot</th>
<th>urban street</th>
</tr>
</thead>
<tbody>
<tr>
<td>lat. error (m)</td>
<td>32 beams</td>
<td>16 beams</td>
</tr>
<tr>
<td>max</td>
<td>0.749</td>
<td>0.533</td>
</tr>
<tr>
<td>avg</td>
<td>0.039</td>
<td>0.044</td>
</tr>
<tr>
<td>σ</td>
<td>0.060</td>
<td>0.066</td>
</tr>
<tr>
<td>rmse</td>
<td>0.071</td>
<td>0.079</td>
</tr>
<tr>
<td>feat. reject. rate</td>
<td>0.870</td>
<td>0.646</td>
</tr>
</tbody>
</table>

The results show that a lower vertical resolution leads to a worse localization performance. With every second beam used, the accuracy is still high in both scenarios but if only every fourth beam is used (16 beams total) the detection range suffers, which leads to less detected features and a significantly reduced localization accuracy. Due to the lower feature count, the matching runtime improved to 33.8 ms for 32 beams and 21.8 ms for 16 beams (measured on an Intel Xeon E3-1221). Depending on the scenario and sensor, the rejection rate can increase or decrease but we could not determine a simple causal relationship between sensor resolution and the rejection rate. Further investigation is needed to find the factors which fully explain the rejection rate’s behavior.

VII. CONCLUSIONS

We presented a novel feature matching and localization approach using geometric fingerprinting. The results of the experiments provide proof of the good performance in different scenarios. The fingerprinting algorithm solves the association problem robustly and with high accuracy (avg. 7.3 cm lateral error) in real world scenarios. The initial pose estimate does not need to be highly accurate, which makes this localization technique independent of expensive GNSS receivers. The feature maps can be generated from freely available data and do not need to be perfectly accurate or up to date. Missing or additional features have no significant impact on the matching performance. The execution time amounts to 44.7 ms per 360° point cloud on an Intel Xeon E3-1221.
detection, 35.6 ms matching). The feature maps can be large scale, spanning several square kilometers and containing tens of thousands of features. In this article we exclusively used LiDAR sensors but the algorithm itself is not bound to any type of sensor. Hence it is possible to use other sensor types, like stereo-cameras or mono-cameras combined with a depth estimation. Since the features are represented as edges and vertices, lane lines and curbs can easily be added for additional accuracy benefits.
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Fig. 6. Comparison of trajectory with feature localization and GNSS localization. (Coordinates are in UTM zone 33N, data and satellite imagery: 10)